
CALVIN DYTHA

Choosíng and
Using Statístícs
A Biologist's Guide

* Í * [*JI

•

.VE

©WILEY-BLACKWELL
^ílTi •* f*•- i »



This edition first puhlished 2011, © 1999, 2003 by Blackwell Science,
2011 by Calvin Dytham

Blackvrell Publishing was acquired by John Wiley &. Sons in February 2007. Blackwell's
publishing program has been merged with Wiley's global Scientific, Technical and Medical
business to form Wiley-Blackwell.

Registerecl Office:
John Wiley & Sons Ltd. The Atnum, Southern Cate, Chichester, West Sussc\ PO19 8SQ, UK

Editorial Offices:
9600 Garsington Road, Oxford, OX4 2DQ, UK
The Atrium, Southern Cate, Chichester, West Sussex, PO19 8SQ, UK
1 11 River Street, Hoboken, NJ 07030-5774, USA

For details of our global editorial offices, for customer services and for information about how
to apply for permissíon to reuse the copyright materia! in this book please see our website at
wvvw.wiley.com/wiley-blackwell.

The right of the author to be identified as the author of this \vork has been asserted in
accordance with the UK Copyright, Designs and Patcnts Act 1988.

All rights reserved. No part of this publication may be rcproduccd, stored in a retrieval
system, or transmitted, in any form or by any means, electronic, mechanical, photocopying,
recording or otherwise, except as permítted by the UK Copyright, Designs and Patents Act
1988, u'ithout the prior permission of the publisher.

Designations used by companies to distinguish their products are often claimed as
trademarks. All brand ñames and product ñames used in this book are trade ñames, service
marks, trademarks or rcgistered trademarks of their respective owners. The publisher is not
associated with any product or vendor mentioned in this book. This publication is desígned
to provide accurate and authoritative information in regard to the subject matter covered.
It is sold on the understanding that the publisher is not engaged in rendering professional
services. If professional adrice or other expert assistance is required, the services of a
competent professional should be sought.

Library of Congress Catalogitig-in-f'ublication Data

Dytham, Calvin.
Choosing and using statistics : a biologist's guidc / by Calvin Dytham. - 3rd ed.

p. cm.
Includes bibliographical rcferences and índex.
ISBN 978-1-4051-9838-7 (hardback) - ISBN 978-1-4051-9839-4 (pbk.J

1. Bionietry. I. Title.
QH323.5.D982011
001.4'22-dc22

2010030975

A catalogue record for this book is availablc from the British Library.

This book is published in the following electronic formal: ePDF 978-1-4443-2843-1

Set in 9,5/í2pt Berling by SPi Publisher Services, Pondicherry, India

Prinlcd and bound in Malaysia by Vivar Printing Sdn Bhd

1 2011



Contents vii

An example 44
The angular transforma ti on 44
The logit transformation 45

The f-distributíon 46
Confidence intervals 47
The chi-square (yf) distributíon 47
The exponentiai distributíon 47

Non-parametric 'distributions' 48
Ranking, quartiles and the interquartile range 48
Box and whisker plots 48

Descriptive and presentational techniques 49
General advice 49
Displaying data: summariidng a single variable 49

Box and whisker plot (box plot) 49
Displaying data: showing the distríbution of a single variable 50

Bar chart: for díscrete data 50
Histogram: for continuous data 51
Pie chart: for categorical data or attribute data 52

Descriptive statistics 52
Statistics of location or position 52

Arithmetic mean 53
Geometric mean 53
Harmonic mean 53
Median 53
Mode 53

Statistics of dístribution, dispersión or spread 55
Range 55
Interquartile range 55
Variance 55
Standard deviation (SD) 55
Standard error [SE) 56
Confidence intervals (CI) or confidence limits 56
Coefficient of variation 56

Other summary statistics 56
Skewness 57
Kurtosis 57

Using the computer packages 57
General 57

Displaying data: summarizing two or more variables 62
Box and whisker plots (box plots) 62
Error bars and Confidence intervals 63

Displaying data: comparing two variables 63
Associations 63



VI Conté nts

Choice of sample unit 25
Number of sample units 26
Positioning of sample units to achieve a random sample 26
Timing of sampling 27

Experimental design 27
Control 28

Procedural Controls 28
Temporal control 28
Experimental control 29
Statistical control 29

Some standard experimental designs 29

Statistics, variables and distributions 32
What are Statistics? 32
Types of statistics 33

Descriptive statistics 33
Parametric statistics 33
Non-parametric statistics 33

What is a variable? 33
Types of variables or scales of measurement 34

Mcasurement variables 34
Continuous variables 34
Díscrete variables 35

How accurate do I need to be? 35
Ranked variables 35
Attributes 35
Derived variables 36

Types of distribution 36
Discreto distributions 36

The Poisson distribution 36
The binomial distribution 37
The negative binomial distribution 39
The hypergeometric distribution 39

Continuous distributions 40
The rectangular distribution 40
The normal distribution 40

The standardized normal distribution 40
Convergence of a Poisson distribution to a normal distribution 41
Sampling distributions and the 'central limit theorem' 41

Describing the normal distribution further 41
Skewness 41
Kurtosis 43

Is a distribution normal? 43
Transformations 43



V I I I Contents

Scattcrplots 64

Múltiple scatterplots 64
Trends, predictíons and time series 65

Lines 65
Fitted lines 67
Confidence intcrvals 67

Displaying data: comparing more than two variables 68
Associations 68

Three-dirnensional scatterplots 68
Múltiple trends, time series and predictions 69

Múltiple fitted lines 69
Sur faces 70

The tests 1: tests to look at differences 72
Do frcquency distributions differ? 72

Questions 72
G-test 72

An example 73
Chi-square test fjf2) 75

An example 76
Kolmogorov-Smirnov test 86

An example 87
Anderson-Darling test 89
Shapiro-Wilk test 90
Graphical tests for normality 90

Do the observations from two groups differ? 92
Paired data 92

Paired í-test 92
Wilcoxon signed ranks test 96
Sign test 99

Unpaired data 103
f-test 103
One-way ANOVA 111
Mann-Whitney U 119

Do the observations from more than two groups differ? 123
Repeated measures 123

Friedman test (for repeated measures) 123
Repeated-measures ANOVA 127

Independen! samples 128
One-way ANOVA 129
Post koc testing: after one-way ANOVA 138
Kruskal-Wallis test 142
Post hoc testing: after the Kruskal-Waílis test 145

There are two independent ways of classifying the data 145



Contents ix

One observation for each factor combination (no replication) 146
Friedman test 146
Two-way ANÜVA (without replication) 152

More than one observation for each factor combination (with
replication] 160

Interaction 160
Two-way ANOVA [with replication) 163

An example 164
Scheirer-Ray-Hare test 175

An example 175
There are more than two independent ways to classify the data 182

Multifactorial testing 182
Three-way ANOVA (without replication) 183
Three-way ANOVA (with replication) 184

An example 184
Multiway ANOVA 191

Not all classifications are independent 192
Non-independent factors 192
Nested factors 192
Random or fixed factors 193

Nested or hierarchical desígns 193
Two-level nested-design ANOVA 193

An example 193

8 The tests 2: tests to look at relationships 199
ls there a correlation or association between two variables? 199

Observations assigned to categories 199
Chi-square test of association 199

An example 200
Cramér coefficient of association 208
Phi coefficient of association 209
Observations assigned a valué 209
'Standard' correlation (Pearson's product-moment correlation) 210

An example 210
Spearman's rank-order correlation 214

An example 215
Kendall rank-order correlation 218

An example 218
Regression 219

An example 220
Is there a cause-and-effect relatíonship between two variables? 220

Questions 220
'Standard'linear regression 221

Frediction 221



c I Conté nts

Interpreting r~ 222
Comparison of regression and correlation 222
Residuals 222
Confidence intervals 222
Prediction interval 223
An example 223

Kendall robust line-fit mcthod 230
Logistic regression 230

An example 231
Model II regression 235
Polynomial, cubic and quadratíc regression 235

Tests for more trian two variables 236
Tests of association 236

Questions 236
Correlation 236
Partial correlation 237
Kendall partial rank-order correlation 237

Cause(s) and effect(s) 237
Questions 237
Regression 237
Analysis of covariance (ANCOVA) 238
Múltiple regression 242
Stepwise regression 242
Path analysis 243

9 The tests 3: tests for data exploration 244
Types of data 244
Observation, inspection and plotting 244

Principal component analysis (PCA) and factor analysis 244
An example 245

Canonical varíate analysis 251
Discriminant function analysis 251

An example 251
Multivariate analysis of variance (MANOVA) 256

An example 256
Multivariate analysis of covariance [MANCOVA] 259
Cluster analysis 259
DECORANA and TWINSPAN 263

Symbols and letters used in statistics 264
Greek letters 264
Symbols 264
Upper-case letters 265
Lower-case letters 266



Contents xi

Glossary 267

Assumptions of the tests 282
What if the assumptions are violated? 284

Hintsandtips 285
Using a computer 285
Sampling 286
Statistics 286
Displaying the data 287

A table of statistical tests 289

Index 291


